Demographic history and rare allele sharing among human populations
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High-throughput sequencing technology enables population-level surveys of human genomic variation. Here, we examine the joint allele frequency distributions across continental human populations and present an approach for combining complementary aspects of whole-genome, low-coverage data and targeted high-coverage data. We apply this approach to data generated by the pilot phase of the Thousand Genomes Project, including whole-genome 2–4x coverage data for 179 samples from HapMap European, Asian, and African panels as well as high-coverage target sequencing of the exons of 800 genes from 697 individuals in seven populations. We use the site frequency spectra obtained from these data to infer demographic parameters for an Out-of-Africa model for populations of African, European, and Asian descent and to predict, by a jackknife-based approach, the amount of genetic diversity that will be discovered as sample sizes are increased. We predict that the number of discovered nonsynonymous coding variants will reach 100,000 in each population after ~1,000 sequenced chromosomes per population, whereas ~2,500 chromosomes will be needed for the same number of synonymous variants. Beyond this point, the number of segregating sites in the European and Asian panel populations is expected to overcome that of the African panel because of faster recent population growth. Overall, we find that the majority of human genomic variable sites are rare and exhibit little sharing among diverged populations. Our results emphasize that replication of disease association for specific rare genetic variants across diverged populations must overcome both reduced statistical power because of rarity and higher population divergence.
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The Thousand Genomes Project (1000G) is the most extensive study to date of human genomic diversity (1). The pilot phase of the project consisted of whole-genome, low-coverage sequencing of 179 samples from four HapMap populations at 2–4x coverage, an exon pilot experiment that targeted exons from over 800 genes in 697 samples across seven HapMap populations with ~50x coverage, and a trio pilot focusing on two mother–father–child trios (1). In this article, we present an approach for combining the low-coverage and the exon pilot data, and use it to estimate the joint allele frequency spectrum for individuals of European origin in Utah (CEU), Han Chinese individuals in Beijing (CHB), Japanese individuals in Tokyo (JPT), and Yoruba individuals in Ibadan, Nigeria (YRI). Our motivation for this analysis is that two pilot projects provide complementary information: the low-coverage pilot captures most of the common variation in the populations sequenced across the accessible human genome at the cost of missing some of the rarer variants, whereas the target capture data provide a more complete picture of rare variants on an interesting subset of the data. In this article, we are interested in leveraging the strengths of the exon and low-coverage pilots to obtain accurate estimates of population genetic parameters. We will focus in particular on the P-population site frequency spectrum Φ, a P-dimensional histogram that records the joint distribution of diallelic SNPs as displayed in Fig. 1.

More specifically, the value Φ(f1, f2, …, fP) of bin (f1, f2, …, fP) is the number of SNPs that occurs in f1 chromosomes from population 1, f2 chromosomes from population 2, etc. Because the allele frequency in diploid population i ranges from 0 to 2ni, where ni is the number of individuals sequenced in this population, Φ is a (2ni + 1) × (2ni + 1) × … × (2ni + 1) array. Because the number of individuals who are successfully sequenced at any given site may vary, ni is, in practice, chosen to be somewhat smaller than the total number of individual sequenced, and each site with n > ni sequenced individuals contributes to bin f in proportion to the probability that one finds derived alleles in a random selection of ni of the n samples.

The one-population site frequency spectrum (SFS) is a staple of population genetics and is commonly used to reveal broad patterns of selection (2, 3) and demography (3–5). The multiple-population SFS has received increased attention recently (6–10), because it provides additional information about between-population structure. Many standard population genetic statistics, such as FST and Tajima’s D, are summaries of the multiple-population SFS.

In this article, we study SFSs derived from the 1000G pilot project data. We develop methods to precisely estimate SFSs from high-throughput sequencing data and use this information to estimate demographic parameters for a detailed Out-of-Africa demographic model by using dadie (6), a software package that uses diffusion approximation to calculate expected SFSs across multiple populations (6, 10). We use these parameters to predict the number of variants to be discovered as the number of sequenced samples in the 1000G is increased. We also present a jackknife-based approach to the prediction of the number of undiscovered variants and compare the predictions of the two approaches.

Theory

Linear Error Model for SFSs from Low-Coverage Data. Data of the kind collected by the 1000G low-coverage pilot (1) (2–4x coverage across 179 individuals) provide a large volume of data from which precise demographic inference can be drawn. However, the low coverage leads to biases that must be addressed to ensure accuracy of the inference (11, 12). We use an empirical approach to tune an error model for low-coverage sequencing based on a direct comparison of the SFSs generated by whole genome and capture experiments on the part of the genome sequenced by both experiments.
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The usefulness of this approach relies on two observations. First, demographic inference does not require the knowledge of the particular sites that are variable, but rather requires statistical averages over all sites. Although it is impossible to infer which variable sites were missed, the average number of missed sites can be estimated directly. Second, the most significant bias caused by low coverage in the 1000G data is an elevated false-negative rate for rare variant genotype calls (1). Because the majority of genetic variants are rare, it is possible to infer error rates for such variants based on high-quality sequence data from a relatively small subset of the genome.

Because the SFS does not keep track of linkage information, we use an error model that acts independently on each genomic site. We suppose that the underlying true SFS $S_{ij}^p$ and the observed SFS $S_i^p$ for population $p$ are related by a linear error model:

$$S_i^p = \sum_j \sum_k A_{ijk}^p S_{jk}^p, \quad \sum_j \sum_k A_{ijk}^p = 1.$$  \[1\]

If we have $N_c$ frequency bins per population, the number of parameters in this model is $N_c^3 - N_c^2$. We therefore need to introduce additional simplifying assumptions (justifications are provided below):

i) The errors occur independently in each population:

$$A_{ijk}^p = A_{ij}^p A_{jk}^p A_{ik}^p.$$

ii) The probability $\varepsilon_i^p$ of missing a site decays exponentially with the number of variants present in the population:

$$\varepsilon_i^p = \left\{ \begin{array}{ll} 0 & \text{if } i' = 0 \\ \alpha^p e^{-r^p i'} & \text{otherwise} \end{array} \right.$$

iii) If a site is found to be variable in one population, its frequency is estimated accurately:

$$A_{ik}^p = \left\{ \begin{array}{ll} 1 - \varepsilon_i^p & \text{if } i = i' \\ \varepsilon_i^p & \text{if } i = 0, i'\neq0 \\ 0 & \text{otherwise} \end{array} \right.$$

The resulting model has six parameters (amplitudes $\alpha^p$ and error decay rates $r^p$) and captures the bulk of the discrepancy between the high- and low-coverage data. It is motivated by the following observations:

i) The low-coverage SNP calls were made population by population. We assume, first, that the leading source of error is an insufficient number of variant reads to confidently call a variant and, second, that in a low-coverage experiment, the uncorrelated sampling fluctuations in read numbers play the largest role in the variation in read numbers.

ii) Variant calls in 1000G require multiple independent observations of a variant across a population to rule out read errors and call a variant genotype. This stringency strongly reduces the rate of false-positive calls, but it results in missing actual variants at a rate that depends on the expected number of nonreference reads observed at a given position across a population (1). The decay in the probability of detecting less than a fixed, small number $c$ of reads for a variant present in $i$ of $N$ chromosome sequenced at depth $d$ is dominated by $(1-i/N)^{2d/2}e^{-d/2}$. Therefore we fit a heuristic exponential error model $\alpha^p e^{-r^p}$, where the effective read depth $2\beta$ accounts for fluctuations in read depth and read quality across the genome (Table 1).

iii) After enough variant reads are found in a 1000G population to justify a variant call, a single variant read is sufficient to make a genotype variant call, hence a reduced false-negative rate and low systematic bias in estimated frequencies when a variant has been identified.

Estimating the Parameters of the Error Model. Because errors are assumed to occur independently in each population, the error rates can be inferred directly from error rates in single-population SFSs. We compute the single-population SFSs at sites that are found to be variable in the exon pilot data and with at least 80 genotype calls in all three populations. The exon pilot and low-coverage pilot are then compared, and the optimal parameters $\alpha^p$ and $r^p$ are obtained through a linear fit using the first three frequency bins of the compared spectra.

Note that this error model can be inverted to give a correction model for the SFS, which does not require the knowledge of the number of fixed variants (SI Appendix). However, the correction model may involve the subtraction of large numbers and has non-Poisson uncertainties. When inferring demographic parameters by maximum likelihood of a Poisson Random Field (6), we therefore incorporate the error model in our demographic model rather than attempt to correct the SFS.

Prediction of the Rate of Variant Discovery. One practical use of inferring a demographic model is the ability to predict the number of variants that will be discovered in subsequent experiments. To study the impact of model choice on such predictions, we propose an alternate predictor of discovery rate based on sampling theory and inspired by an analogy with capture–recapture approaches to estimating animal population sizes (13–15) (let us consider rabbits for definiteness). In this analogy, a rabbit is akin to a SNP, a field trip is akin to an individual sequenced, and a rabbit capture is akin to the identification of a variant in a sequenced individual. In the absence of measurement errors, the probability of identifying a variant in a randomly chosen sequenced individual is proportional to the frequency of the variant in the population. This distribution of probabilities is akin to the variability in rabbit capture probability; a common SNP is akin to a trap-happy rabbit, and a rare SNP is akin to a trap-shy rabbit.

We propose a population genetics analog of the Burnham–Overton jackknife (16, 17) to estimate the total number $V(N)$ of segregating sites in a sample of $N$ chromosomes based on a subsample of $n$-sequenced chromosomes. This jackknife estimator uses the assumption that

$$V(N) = V(n) + \sum_{i=1}^n a_i^p \Delta(N,n),$$  \[2\]

where $\Delta(N,n) = \sum_{j=1}^n 1/j$ for a fixed jackknife order $p$. Explicit expressions for the $a_i^p$ as well as performance benchmarking.
and additional discussion of this estimator are provided in SI Appendix.

Results

After filtering away the exon pilot calls based on less than 15x coverage and individuals with substantial discrepancy with HapMap (SI Appendix), we compared the joint SFSs with the expected spectra obtained if each individual had been assigned to a population randomly in the independent sites model. That is, given an $N \times N$ spectrum $\phi(i,j)$, we have an expected spectrum of

$$\phi^*(i,j) = \frac{N}{\binom{N}{i+j}} \sum_{i'+j' \geq 0} \phi(i', j').$$

[Figs. 2 and 3 indicate that, even for pairs of closely related populations, we find a substantial reduction in allele sharing for rare variants compared with a single randomly mixing population. In particular, Fig. 2, Right shows the Anscombe residuals between expectation and data. Blue strips along the axis correspond to a significant excess of variants private to one panel in the data, and they are accompanied by a reduction in shared variants (red). The residuals are larger (darker colors) for rare variants not only because of a larger number of sites but also because of reduced sharing. Indeed, we see in Fig. 3 that the amount of sharing, expressed as a proportion of the expectation in a panmictic population, is only a few percent between continental populations for variants present at 2% minor allele frequency (MAF) and about 60% for variants at 20% MAF. More closely related populations, such as CHB and JPT, still exhibit a 50% reduction in sharing at 2% MAF but barely any reduction for variants at 20% MAF. Interestingly, even closely related populations, such as CHB and CHD, exhibit a 20% reduction in sharing for 2% MAF. This finding is consistent with recent population structure, but although this analysis used only genotype calls with high-coverage data, such a reduction in sharing could also be partly explained by differences in the sequencing platform between the two populations.

To increase the number of sites available for estimating joint SFS, we turned to the low-coverage pilot data. Direct comparison of low-coverage and exon capture genotype calls at sites called in the exon capture pilot shows a significant discrepancy for rare variants (SI Appendix, Figs. S1–S3) because of elevated rates of false-negative variant calls in low-coverage data. This finding results in biased estimates of the distribution of allele frequencies.

The bulk of the systematic discrepancy between high- and low-coverage SNP calls could be described using the simple false-negative model described above (Table 1 and SI Appendix, Figs. S1–S4). The most substantial discrepancy between this model and the data is in the CHB + JPT, possibly because this group was the metapopulation with the lowest coverage. In this case, the high-coverage singleton counts are 634% higher than the uncorrected low-coverage counts. After error correction, a discrepancy of 19% remains, with the corrected low-coverage site predicting more counts (SI Appendix, Fig. S3). Despite the high false-negative rate for singleton calls in the low-coverage data, its sheer volume provides an advantage in estimation precision over the much smaller exon pilot dataset. Similarly, the false-negative model for multiple-population SFSs (Eq. 1) was found to account for the bulk of the discrepancy between the multiple-population SFS derived from low- and high-coverage SNP calls (SI Appendix, Fig. S4).

We modeled the joint SFS for synonymous sites in African (YRI), Asian (CHB and JPT), and European (CEU) data sequenced in the low-coverage pilot using the 13-parameter demographic model used in ref. 6 (Fig. 4 and Table 2), taking into account the expected error model. The SFS was calculated using $n = 40$ samples per panel (80 chromosomes). We obtained maximum composite likelihood estimates for the 13 parameters using $\text{ddal},$ a diffusion-approximation-based package for estimating expected SFSs resulting from various demographic models (6) (Table 2). Our maximum likelihood parameters are broadly consistent with previously reported values using National Institute on Environmental Health Sciences (NIEHS) data (6). However, the resulting confidence intervals, determined by conventional bootstrap (likelihood profiles are provided in SI Appendix), are substantially narrower than those intervals resulting from NIEHS or high-coverage data alone. As an example, using a 25 y generation time, we find a time of split between African and Eurasian populations of $T_h = 51$ thousand years ago (kya; 95% confidence

![Fig. 2. Joint allele SFSs (all sites) for selected pairs of populations from the exome sequencing panel (Left) compared with expected spectra under site by site population label permutation (Center). Shown are sites occurring in, at most, 15 of 100 chromosomes. All population pairs, including two different panels of Chinese individuals sampled in Beijing, China and Denver, Colorado (CHB and CHD), as well as two groups of European origin (CEU and Tuscans from Italy, or TSI), show substantial residuals for rare variants (Right), consistent with reduced sharing. White bins contain less than one count.](Image)

### Table 1. Parameter values in the error model (Eq. 1)

<table>
<thead>
<tr>
<th>Population</th>
<th>$\alpha^\phi$</th>
<th>$\beta^\phi$</th>
<th>Mean mapped depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEU</td>
<td>1.466</td>
<td>0.737</td>
<td>4.62x</td>
</tr>
<tr>
<td>CHB + JPT</td>
<td>1.855</td>
<td>0.754</td>
<td>2.65x</td>
</tr>
<tr>
<td>YRI</td>
<td>1.220</td>
<td>0.551</td>
<td>3.42x</td>
</tr>
</tbody>
</table>

Note that the parameter values differ substantially between populations and that error rates decrease with increased coverage.
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We also show how sequencing a large number of individuals at low coverage is an efficient strategy not only for discovering the maximum number of variable sites but also for estimating demographic parameters, at least when error rates can be estimated. Different statistical methods have been proposed that include read depth information and models of sequencing errors to reduce biases in allele frequency estimation (11, 12). Because of the availability of high-coverage data for a subset of the genome in the populations studied here, we used direct comparison with high-coverage data to estimate and correct biases caused by low coverage. A significant advantage of the direct comparison approach is simplicity and computational efficiency; it can use existing curated genotype calls rather than require a full analysis of an error model at the individual read level. This advantage is particularly useful for data generated by 1000G, because multiple sequencing platforms and calling pipelines with different error modes have been used jointly. In general, the two approaches are not mutually exclusive, and when practical, a statistically corrected low-coverage SFS could be further corrected by comparison with targeted high-coverage data. Here, we used, as a reference, an exon capture dataset with >50x coverage and validation rates of 96.8% overall and 93.8% for singletons. We also restricted our analysis to a high-quality subset of the data (by selecting individuals with good coverage and HapMap concordance and selecting sites with sufficient coverage). The false-negative rate in the exon capture data was estimated to be below 5% for variants of at least 1% in frequency and 26% for variants below 1% in frequency. To avoid resulting biases in the frequency-dependent false-negative estimates for the low-coverage data, we restricted the comparison with sites where a high-coverage variant call had been made.

We found that the bulk of the discrepancy between high- and low-coverage data could be described by a simple model that uses only two parameters per population, and in which error rates decay exponentially with MAF, frequencies of detected variant sites are accurately determined, and errors occur independently in each population. The latter assumption is perhaps the most debatable: we expect at least some correlations in the coverage at a given site for different populations. An error model taking into account such correlations would, therefore, be desirable. However, the NIEHS data (6) resulted in a maximum likelihood estimate of \( T_B = 140 \) kya (95% confidence interval = 40–270 kya). The inference based on the exon pilot alone yields \( T_B = 98 \) kya (95% confidence interval = 43–210 kya).

In general, the gain in precision was strongest for the parameters involved in more ancient events. Inference based on uncorrected low-coverage data yielded an unrealistic \( T_B = 14 \) kya split.

Beyond their fundamental interest as descriptors of human history, these parameters allow for a number of experimental predictions; given a demographic model, we can predict, for example, the number of synonymous variants to be discovered in samples of larger size that are currently in the process of being sequenced. We predicted the number of variants to be discovered in each of the three population considered (CEU, CHB + JPT, and YRI) as the sample size is increased using both the inferred demographic model and the jackknife estimator of the number of undiscovered variants presented in Methods (Fig. 5). Because the jackknife does not rely on assumptions about demography and selection, we also used it to predict the number of non-synonymous sites to be discovered. The jackknife approach predicts that, as sample size is increased, the total number of segregating sites in CEU and CHB + JPT panels should overtake the number of segregating sites in the YRI population.

**Discussion**

Our results illustrate that the vast majority of human variable sites are rare and that the majority of rare variants exhibit, at most, very little sharing among continental populations. We also find reduced sharing for rare variants compared with common variants among more closely related populations, such as CHB-JPT, CEU-TSI, and CHB-CHD. This lack of sharing can be explained by population divergence, and we expect that the fraction of newly discovered variable sites that are population-specific will keep increasing with sample size. This finding poses a formidable challenge for the reproduction of genome-wide association studies for rare functional variants across diverse populations, because the statistical difficulties caused by variant rarity within a population combine with increased between-population divergence.
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ever, given the limited data available to infer the parameters of the error model, the independence assumption is a reasonable tradeoff that allows for the capture of the bulk of the error patterns. Finally, the error rates likely differ between different genomic regions (such as coding vs. noncoding DNA), motivating our focus on exonic regions where high-coverage data were available. This finding emphasizes the importance of obtaining high-quality genotype data through sequencing or chip genotyping for representative noncoding regions.

The demographic model discussed in this paper was introduced in Gutenkunst et al. (6), where it was used to analyze the NIEHS intergenic data. Despite differences in putatively neutral sites (selected intergenics vs. synonymous), sequencing technology (Sanger vs. high throughput), and panel choice (CHB only vs. CHB + JPT), the inferred parameters are in broad agreement (Table 2). Inference based only on capture data provides overlapping 95% confidence intervals, with the single exception of Europe–Asia migration rate (1.8 $\times$ 3.9 $\times$ 10$^{-5}$ vs. 4.1 $\times$ 8.2 $\times$ 10$^{-5}$).

The main difference between these three sets of parameter estimates is the width of the confidence intervals. The inference based on exon capture data provides reduced uncertainty compared with the NIEHS data, despite a comparable number of variable sites in the SFS; the additional number of samples per site results in more accurate frequency estimates that further constrain the demographic model. A much greater reduction in the confidence intervals is obtained by considering the low-coverage and exon capture data jointly (a 90% reduction of the confidence interval for the Out-of-Africa split time compared with a 27% reduction with the exon data only). Our estimate of the Out-of-Africa split time using the low-coverage data, 51 kya, is also in better agreement with both prior genetic and archaeological estimates of the modern human expansion out of Africa (18). It should be emphasized that, because we use a single Western African population as our African panel, the divergence described by our model might have occurred earlier than the actual Out-of-Africa event.

The narrow confidence intervals on some of the parameters should not obscure the fact that the parameter estimates are model-dependent. As a simple example, a model that does not allow for migration would require more recent split times to produce similar levels of population divergence. The demographic history of the four populations considered is much more eventful than what is accounted for by our model. Additional geographically intermediate populations from the Near East and Central Asia that were not included in our analysis might contribute significantly to the allele frequency distribution as ghost populations (19). Incorporating an appropriate number of source populations for estimates of migration has been a general limitation of two- and three-population models under isolation migration coalescent, approximate Bayesian computation, and diffusion-based approaches. This limitation might explain why our estimate of the divergence between East Asians and Europeans is more recent than estimates based on archaeological evidence (18), but is comparable with estimates of 23 kya (20) under an approximate Bayesian computation approach and 25 kya under an isolation migration approach with mtDNA X and Y sequence data (21).

Similarly, the current population sizes inferred from our model (15,500, 35,900, and 49,000 for YRI, CEU, and CHB,
respectively) are still significantly lower than census sizes. Because our model accounts for some population size changes, these are expected to be in closer relationship to census sizes compared with the classical effective population size, but additional model refinement [such as structure within populations, generation overlap, and a recent increase in growth rate, which was observed in the work by Coventry et al. (22), in a sample of 10,422 European-Americans] will be needed to close the gap.

Predictions based on the demographic model and the jackknife approach differ as to the number of new variants to be discovered, particularly for CHB + JPT (Fig. 5). This difference is easily understood by considering the differences in the two approaches. The demographic model attempts to fit the complete SFS at the cost of model assumptions that might bias the results. By contrast, the jackknife approach focuses on the rare variants, and the model assumptions are weaker. The difference can be traced to the fact that the maximum likelihood demographic model predicts a number of singletons somewhat lower than the observed number (SI Appendix, Fig. S5). If this discrepancy is due to limitations in the model that fail to account for an excess of rare variants, we expect the jackknife estimator to be more accurate. By contrast, if the difference is because of inaccurate singleton frequency estimation (from sequencing errors leading to 6.2% of false-negative variants in the high-coverage data) or limitations of our correction model (SI Appendix, Figs. S1–S3), the demographic model is expected to provide more robust estimates.

Nonetheless, both methods predict at least 50,000 synonymous variants in the human genome when sequencing 1,000 individuals for the CEU and CHB populations, substantially more than would be predicted from population genetic models of constant size. The jackknife approach applied directly to the seven target capture populations shows similar patterns, with some variation within continents, in JPT samples showing less rare variants than the Chinese populations, and in TSI samples showing more rare variants than CEU (SI Appendix, Fig. S7). These results highlight the importance, for the planning of medical sequencing experiments, of accurate demographic models of human populations and the dramatic impact that recent human population growth has had on the structure of genetic variation. Specifically, our prediction that most genetic variants are rare and highly diverged suggests that genome-wide association studies aiming to correlate common disease susceptibility with rare variants may need extraordinarily large sample sizes and precise definitions of population samples to accurately compare frequencies in cases and controls. Eventually, a clear tradeoff will ensue between cataloging variants and genotyping vs. completely sequencing human genomes and comparing them among populations of cases and controls.

Methods

Numerics. The unprecedented size of the 1,000 genomes data created challenges for the numerical solution of the diffusion equation. Namely, the number of grid points required to accurately estimate the three population SFS grows rapidly with the number of samples in each population. We optimized $\lambda_{\text{salt}}$ and released version 1.5.0, in which the number of grid points necessary to achieve a given accuracy is reduced. As in ref. 6, we obtained SFSs with three different grid sizes (60, 70, and 80) and extrapolated to infinite grid size. Each likelihood evaluation took between 1 and 2 min on a 2.26-GHz processor. Optimization required hundreds to thousands of likelihood evaluations. Likelihoods were computed using the folded SFS to avoid biases caused by ancestral misidentification. Convergence of the maximum likelihood optimization process was ensured by restarting the search with modified initial conditions. The maximal likelihood parameters were chosen, but differences in parameter estimates from the different restarts were, on average, much smaller than the reported confidence intervals.

Conversion from Genetic to Physical Units. The different parameters involved in the diffusion equation solved by $\lambda_{\text{salt}}$ are normalized by the ancestral population size $N_a$ during the likelihood maximization. The optimal value of $N_a$ is calculated using the fact that the total number of segregating sites in a sample of $n$ individuals is proportional to $N_a \mu$, where $\mu$ is the mutation rate and $L$ is the effective length sequenced. For this analysis, we used $L = 5,007,837$, the number of autosomal fourfold degenerate sites that passed quality control in all three populations, and $\mu = 2.36 \times 10^{-9}$. For estimates based on exon data alone, we fixed the effective length sequencing to 68% of the target length by requesting equal values for $N_a$ in the corrected low-coverage and exon pilot estimates. The remaining 32% is composed of called sites that failed quality controls and sites for which no genotype call has been made. When performing bootstrap analysis, the total number of fourfold degenerate sites varied from bootstrap sample to bootstrap sample and was adjusted accordingly. Finally, to convert generation time to years, we used a generation time of 25 y. Estimated parameters are shown in Table 2.
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I. ESTIMATING PARAMETER CONFIDENCE INTERVALS VIA BOOTSTRAP

In order to obtain confidence intervals on the inferred demographic parameters, we used a bootstrap approach. Since linkage effectively reduces the number of independent measurements, we re-sampled genomic regions rather than individual SNPs. More specifically, we considered regions with a coding sequence (CDS) annotation in Gencode [1] version 3b, and merged regions with 50kbp of each other. We were then left with 9328 distinct and well-separated regions. We resampled these with replacement, forming a set of overlapping genomic regions. For each of these bootstrapped sets, we extracted SNPs generated from both the high- and low-coverage data. We obtained inferred values for both the error rates due to low coverage and the resulting inferred demographic parameters.

II. SAMPLE SELECTION

Short read sequencing results in high site-to-site and sample-to-sample variability in coverage beyond the independent draw. Poisson sampling [Marth et al., in submission]. Since we are interested in obtaining high quality reads from the capture data, we discarded individuals for which the median coverage per exon was below 15. We also discarded individuals with unusually high discrepancy with validation or HapMap data. As a result, we removed samples [NA18524, NA18529, NA18530, NA18531, NA18543, NA18557, NA18599, NA18615, NA18620, NA18627, NA18628, NA18635, NA18642, NA18749, NA18773] (15 samples) from CHB, [NA06985, NA06994, NA11840, NA11995, NA12004, NA12006, NA12156, NA12414, NA12763, NA12815, NA12829, NA12842, NA12872, NA12873, NA12874, NA12889] (16 samples) from CHD, and [NA19046, NA19307, NA19310, NA19312, NA19317, NA19321, NA19441, NA19453, NA19456] (9 samples) from LWK.

III. ERROR CORRECTION

The matrix $A$ describing the error model can be inverted to give a correction model

$$S^0_{ijk} = \sum_{i',j',k'} (A^{-1})_{ijk;i'j'k'} S_{i'j'k'},$$

with

$$(A^{-1})_{ijk;i'j'k'} = \begin{cases} \frac{1}{1-p} & \text{if } i = i' \\ \frac{-e_i}{1-p} & \text{if } i = 0, i' \neq 0 \\ 0 & \text{otherwise.} \end{cases} \quad (S1)$$

Note that $A_{ij'k'}^{-1} = 0$ for $i' = 0, i \neq 0$, implying that it is not necessary to know the number of observed invariant sites to estimate the corrected SFS for variable sites. The same holds true for $A$, obtaining $S^0_{ijk}$ for $(i, j, k) \neq (0, 0, 0)$ does not require the knowledge of $S_{0,0,0}$.

In practice, this correction model should be used with caution; in some cases, estimated entries in the corrected SFS result from a difference of two large numbers, and can even be negative. The Poisson random field approximation, used in the maximum likelihood calculation, would not hold for such cases. However, the corrected model is a sensible approach for calculating basic population demographic estimates (such as $F_{ST}$) that are not based on likelihood estimates.

Comparison of exon data, low-coverage data, and this error-correction model are shown on Figures S1, S2, S3.

IV. COMPARISON BETWEEN MODEL AND DATA FOR MARGINAL FREQUENCY SPECTRA.

We compare in Figure S5 the model predicted and marginal site frequency spectra for the CEU, CHB+JPT, and YRI panels.
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FIG. S1. Site frequency spectra for the YRI panel for sites with variant calls in the exon pilot. Shown are the exon pilot data, the low-coverage data, and a corrected SFS using the exponentially decaying error model, for derived allele frequency below 25%. All spectra are polarized using the March 2006 assembly of the chimp genome (PanTro2). The corrected SFS captures the bulk of the differences between the exon and low coverage data across the population frequencies.

FIG. S2. Site frequency spectra for the CEU panel for sites with variant calls in the exon pilot. Shown are the exon pilot data, the low-coverage data, and a corrected SFS using the exponentially decaying error model, for derived allele frequency below 25%. All spectra are polarized using the March 2006 assembly of the chimp genome (PanTro2). The corrected SFS captures the bulk of the differences between the exon and low coverage data across the population frequencies.

FIG. S3. Site frequency spectra for the CHB and JPT panels for sites with variant calls in the exon pilot. Shown are the exon pilot data, the low-coverage data, and a corrected SFS using the exponentially decaying error model, for derived allele frequency below 25%. All spectra are polarized using the March 2006 assembly of the chimp genome (PanTro2). The corrected SFS captures the bulk of the differences between the exon and low coverage data across the population frequencies.

\[ \hat{V}(\infty) = V(n) + \sum_{i=1}^{p} \frac{a_{i}^{p} \Delta^{i}(N, n)}{n^{i}} \]

The Burnham-Overton jackknife estimator has been shown to perform well in a variety of situations [3, 4], even though it has been shown that, since an arbitrary number of very rarely observed objects might eventually be discovered, no point estimator can be generally unbiased in such infinite extrapolation [5, 6].

The genetics context requires a more modest extrapolation to a finite number of observations. In this case, the potential problem of an infinite number of rarely observed objects is eliminated: based on the random sampling assumption, we know that the rate of new discoveries per sample cannot increase with the number of samples. The number of discoveries can therefore be bounded with good confidence above and below. This does not guarantee the existence of an unbiased point estimator, but supports the idea that a jackknife estimator for finite extrapolation has the potential to be more reliable than one for infinite extrapolation.

With this in mind, we write the expansion

\[ \hat{V}_{n}(N) = V(n) + \sum_{i=1}^{p} a_{i}^{p} \Delta^{i}(N, n) \]  

where \( \Delta(N, n) = \sum_{j=m}^{N-1} 1/j \) for a fixed jackknife order \( p \). This assumption provides the expected behavior as \( n \to N \), and is exact for \( p \geq 1 \) in the case of a constant-size, neutrally evolving population. The parameters \( a_{i}^{p} \) are calculated by equating estimators \( \hat{V}_{n}(N) = \hat{V}_{n-1}(N) = \cdots = \hat{V}_{n-p}(N) \),

V. JACKKNIFE EXPANSION

The Burnham-Overton jackknife was introduced to predict the number of unobserved objects (typically, animals) based on a finite number of mark-and-recapture field trips. The basic assumption of this model is a postulated relation between the total number of objects \( V(\infty) \), the number \( V(n) \) of objects observed after \( n \) field trips, and \( n \) itself:
and solving the resulting $p$ linear equations. Explicit expressions are given below.

Figure S6 shows that, based on subsampled simulated data from our demographic model, our jackknife estimator could predict with good accuracy the number of segregating sites in the full data.

A. Parameters of the jackknife expansion

The jackknife expansion parameters for the number of undiscovered variants in a sample of size $N$, based on the site frequency spectrum $\phi(i)$ from a sample of size $n$, are easily derived using symbolic software using $V_n(N) = V(n) + \sum_{j=1}^{p} a_i^p \Delta^i(N,n)$, together with the equality $\hat{V}_n(N) = \hat{V}_{n-1}(N) = \cdots = \hat{V}_{n-p}(N)$, and

$$\sum_{j=1}^{k} \binom{k}{j} \Phi(j) = V(n) - V(n-k)$$

(S4)

$$= \sum_{j=1}^{p} a_i^p \left( \Delta^j(N,n) - \Delta^j(N,n) \right).$$

The resulting equations for the number of missed variants $m_p$ are bulky, but are simple rational expressions of $n$, $N$, and the $\phi(i)$. The predicted number $m_p$ of missing variants at second and third order are

$$m_2 = \frac{(-1 + 5n - 6n^2 + 2n^3)\Delta(N,n) + (-1 + n)(2 - 3n + n^2)\Delta(N,n)^2}{n(3 - 5n + 2n^2)} \phi(1) + \frac{(-2 - 2 + n)^2\Delta(N,n) - 2(-2 + n)(2 - 3n + n^2)\Delta(N,n)^2}{n(3 - 5n + 2n^2)} \phi(2)$$

(S5)

at second order, and

$$m_3 = \frac{127 - 501n + 885n^2 - 837n^3 + 432n^4 - 114n^5 + 12n^6}{n(-165 + 521n - 637n^2 + 377n^3 - 108n^4 + 12n^5)} \Delta(N,n) \phi(1) + \frac{2(2 - 2 + n)\Delta(N,n)^2 (-5 - 51n + 81n^2 - 39n^3 + 6n^4 + 2(-2 + n)^2 (3 - 4n + n^2)\Delta(N,n))}{n(165 - 356n + 281n^2 - 96n^3 + 12n^4)} \phi(1) + \frac{2(-1 + n)^2n(165 - 356n + 281n^2 - 96n^3 + 12n^4)}{(-1 + n)^2n(165 - 356n + 281n^2 - 96n^3 + 12n^4)} \Delta(N,n) \phi(2) + \frac{2(-560 + 1130n - 731n^2 + 55n^3 + 127n^4 - 51n^5 + 6n^6)\Delta(N,n)^2}{n(-165 + 521n - 637n^2 + 377n^3 - 108n^4 + 12n^5)} \phi(2) - \frac{4(-2 + n)^2 (-39 + 52n - 22n^2 + 3n^3)\Delta(N,n)^3}{n(165 - 356n + 281n^2 - 96n^3 + 12n^4)} \phi(2) + \frac{6(-3 + n)^3\Delta(N,n) (-3 + 2n + (5 - 8n + 3n^2)\Delta(N,n))}{(-1 + n)^2n(-55 + 82n - 39n^2 + 6n^3)} \phi(3) + \frac{6(-3 + n)^3(-2 + n)\Delta(N,n)^3}{n(-55 + 82n - 39n^2 + 6n^3)} \phi(3) \quad \text{(S6)}$$

at third order.

A limit of interest occurs when $n \gg 1$, when the estimates simplify to

$$m_1 = \Delta(N,n) \phi(1)$$

$$m_2 = \left( \Delta(N,n) + \frac{\Delta^2(N,n)}{2} \right) \phi(1) - \frac{\Delta^2(N,n)}{2} \phi(2)$$

$$m_3 = \left( \Delta(N,n) + \frac{\Delta^2(N,n)}{2} + \frac{\Delta^3(N,n)}{6} \right) \phi(1) - \left( \Delta^3(N,n) + \Delta^2(N,n) \right) \phi(2) + \Delta^3(N,n) \phi(3).$$

Note that the number of terms of the site frequency spectrum that are used in the estimate is equal to the order of the jackknife expansion, and the magnitude of the coefficient of each SFS term increases with the perturbation order, in a way that may diverge for sufficiently large $\Delta$. As a result, for large values of $\Delta$, the jackknife expansion becomes unstable and sensitive to noise: the choice of the jackknife expansion order is therefore always a compromise.
B. Jackknife estimates for all exon pilot populations

In figure S7, we show the jackknife projected number of sites to be discovered in all 7 populations from the exon pilot project. In Figure S6, we compare the results of the jackknife estimator applied to the expected SFS resulting from sampling 80 individuals from each of the three panels in our analysis.

VI. LIKELIHOOD PROFILES AND BOOTSTRAP DISTRIBUTION

Figure S8 provides a comparison of bootstrap estimates to likelihood profiling. We provide the results in genetic units, as likelihood profiling requires holding parameters constant while optimizing other parameters, a task much simplified if carried in the units used in the simulation. Given $N_a$ and generation time $g$ (see Methods), the transformation from genetic to physical units is

$$T_{Eu,As} = 2N_ag\tau_{Eu,As}$$
$$T_B = 2N_ag(\tau_{Eu,As} + \tau_B)$$
$$T_{Af} = 2N_ag(\tau_{Eu,As} + \tau_B + \tau_{Af})$$
$$N_{Af} = N_a\nu_{Af}$$
$$N_B = N_a\nu_B$$
$$N_{EU0} = N_a\nu_{EU0}$$
$$N_{AS0} = N_a\nu_{AS0}$$
$$r_{AS} = (\nu_{AS}/\nu_{AS0})^{g/T_{Eu,As}} - 1$$
$$r_{EU} = (\nu_{EU}/\nu_{EU0})^{g/T_{Eu,As}} - 1$$
$$m_i = M_i/2N_a.$$  \hspace{1cm} (S8)

As can be seen in Figure S8, likelihood profiles are in qualitative agreement with the bootstrap estimates. Bootstrap 95% confidence interval correspond roughly to the range 10-20 log-likelihood units (in base $e$). Note that the profiles display composite likelihoods since linkage between neighboring sites in the Poisson Random Field approach creates correlations between neighboring sites. As a result, we expect that likelihood-based confidence intervals provide an underestimate of the true variance, better captured by the bootstrap analysis.

FIG. S4. Two-dimensional marginal frequency spectra for (a) the low-coverage pilot, (b) the exon pilot, and (d) the exon pilot once the error model has been applied. (c) shows the Anscombe residuals between the two pilots, whereas (e) shows the residuals after the error model has been applied to the exon pilot. All spectra are polarized using the March 2006 assembly of the chimp genome (PanTro2).
FIG. S5. Comparison of model predictions, based on our maximum-likelihood parameters, and data from 4-fold synonymous sites polarized using chimp as an outgroup. The discrepancy for very common variants is due to cases where the chimp allele is not the ancestral allele [2].

FIG. S6. To control for bias of the jackknife estimator, we used our demographic model to generate "True" SFS for 1000 chromosomes in our 3 population panels. We then calculated average jackknife projections based on "observed" subsamples of 80 chromosomes for each population. In the absence of sampling, we find little bias for the first decade of extrapolation.

FIG. S7. Observations and third-order jackknife predictions of the number of variants to be discovered in the exon capture panels as sample size is increased, based on 80 chromosomes per population.
FIG. S8. Bootstrap and likelihood profiles for the Out-Of-Africa model for parameters expressed in genetic units. Likelihood profiles are obtained in the usual way by fixing one parameter and optimizing the likelihoods over the other parameters.